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LETTER TO THE EDITOR 

Long range order and metastability in two dimensional solids 
and superfluids 

J M KOSTERLITZ and D J THOULESS 
Department of Mathematical Physics, University of Birmingham, Birmingham B15 2TT 

MS received 11 April 1972 

Abstract. Dislocation theory is used to define long range order for two dimensional 
solids. An ordered state exists at low temperatures, and the rigidity modulus is nonzero 
at the transition temperature. Similar arguments show that the superfluid density is 
nonzero at the transition temperature of a two dimensional superfluid. 

Peierls (1934, 1935) has argued that no long range order exists in two dimensional solids 
because thermal motion of low energy phonons results in a mean square deviation of 
atoms from their equilibrium positions which increases logarithmically with the size of 
the system. The absence of long range order of this simple form has been shown rigorously 
by Mermin (1968). Similar arguments can be used to show that there is no spontaneous 
magnetization in a two dimensional Heisenberg magnet (Mermin and Wagner 1966) and 
that the expectation value of the superfluid order parameter in a two dimensional Bose 
liquid is zero (Hohenberg 1967). 

Numerical work on a two dimensional system of hard discs by Alder and Wainwright 
(1962) indicated a phase transition between a gaseous and a solid state. Stanley and 
Kaplan (1966) found that high temperature series expansions for two dimensional spin 
models indicated a phase transition at which the magnetic susceptibility becomes infinite. 
The evidence for such a transition is much stronger for the xy model (spins confined to a 
plane) than for the Heisenberg model, as can be seen in the papers of Stanley (1968) and 
Moore (1969). Low temperature expansions obtained by Wegner (1967) and Berezinskii 
(1970) give a magnetization proportional to some power of the field between zero and 
unity, and there may be a sharp transition between such behaviour, with infinite magnetic 
susceptibility, and the high temperature regime. 

In this paper we argue in favour of a different definition of long range order based on 
the overall properties of the system rather than on the behaviour of a two-point correla- 
tion function. This type of long range order, which we refer to as topological long range 
order, may exist for the two dimensional solid, neutral superfluid, and for the xy model, 
but not for a superconductor nor for the isotropic Heisenberg model. In the case of a 
solid the disappearance of topological long range order is associated with a transition 
from a rigid to a fluid response to a small external stress, while for a neutral superfluid it 
is associated with the instability of persistent currents. We have recently learnt that 
Berezinskii (1 971) has put forward similar arguments, but there are some important 
differences in our results. 

The definition of topological long range order which we adopt arises naturally in the 
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Ordering, metastability and phase transitions in 
two-dimensional systems 

J M Kosterlit7 and D J Thouless 
Department of Mathematical Physics, University of Birmingham, Birmingham B15 2TT, UK 

Received 13 November 1972 

Abstract. A new definition of order called topological order is proposed for two-dimensional 
systems in which no long-range order of the conventional type exists. The possibility of a 
phase transition characterized by a change in the response of the system to an external 
perturbation is discussed in the context of a mean field type of approximation. The critical 
behaviour found in this model displays very weak singularities. The application of these 
ideas to the x y  model of magnetism, the solid-liquid transition, and the neutral superfluid 
are discussed. This type of phase transition cannot occur in a superconductor nor in a 
Heisenberg ferromagnet. for reasons that are given. 

1 .  Introduction 

Peierls (1935) has argued that thermal motion of long-wavelength phonons will destroy 
the long-range order of a two-dimensional solid in the sense that the mean square 
deviation of an atom from its equilibrium position increases logarithmically with the 
size of the system, and the Bragg peaks of the diffraction pattern formed by the system 
are broad instead of sharp. The absence of long-range order of this simple form has been 
shown by Mermin (1968) using rigorous inequalities. Similar arguments can be used to 
show that there is no spontaneous magnetization in a two-dimensional magnet with 
spins with more than one degree of freedom (Mermin and Wagner 1966) and that the 
expectation value of the superfluid order parameter in a two-dimensional Bose fluid 
is zero (Hohenberg 1967). 

On the other hand there is inconclusive evidence from the numerical work on a 
two-dimensional system of hard discs by Alder and Wainwright (1962) of a phase 
transition between a gaseous and solid state. Stanley and Kaplan (1966) found that high- 
temperature series expansions for two-dimensional spin models indicated a phase 
transition in which the susceptibility becomes infinite.The evidence for such a transition 
is much stronger for the xy model (spins confined to a plane) than for the Heisenberg 
model, as can be seen from the papers of Stanley (1968) and Moore (1969). Low-tem- 
perature expansions obtained by Wegner (1967) and Berezinskii (1970) give a magnetiza- 
tion proportional to some power of the field between zero and unity, and indicate the 
possibility of a sharp transition between such behaviour and the high-temperature 
regime where the magnetization is proportional to the applied field. 

In this paper we present arguments in favour of a quite different definition of long- 
range order which is based on the overall properties of the system rather than on the 
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example that is of central importance for this year’s Nobel Prize.
That certain crystals are metals, and others are insulators can often be

understood from the solution of the Schrödinger equation for a single electron
in a periodic lattice potential. The crucial simplification neglects the electron-
electron interaction, so that the ground state is obtained simply by filling
the lowest energy levels. The important result is that the energy spectrum
is not continuous, but forms bands of allowed energies with forbidden gaps
in between. In an insulator, the itinerant electrons completely fill a number
of bands and it takes significant energy to generate a current. In a metal,
the highest populated band is only partially filled, and there are low energy
excitations that allow for conduction.

This simple picture was challenged by the 1980 discovery by Klaus von
Klitzing (Nobel Prize 1985) of the integer quantum Hall effect. This was the
first discovery of a topological quantum liquid, with many more to come, and
it demonstrated that band theory was much richer than expected.

The classical example of a phase transition is a system going from a disor-
dered phase to an ordered phase as the temperature is lowered below a critical
value. More recently, the phase transition concept has been extended to quan-
tum systems at zero temperature. A quantum system can undergo a radical
change of its ground-state as a parameter in its Hamiltonian, such as pressure,
magnetic field or impurity concentration, is tuned through a critical value, and
such a quantum phase transition signals the change from one state of matter
to another. This insight has provided an important link between statistical
mechanics, quantum many-body physics and high energy physics, and these
fields now share a large body of theoretical techniques and results.

3 The Kosterlitz-Thouless phase transition

We already mentioned that the thermal fluctuations prevent ordering of XY-
spins in two dimensions. A more precise statement is based on the large
distance behaviour of the spin-spin correlation function. In three dimensions
a calculation gives,

lim
r!1

hei(✓(~r)�✓(~0))i =
(
c1 T < Tc

c2 e�r/⇠ T > Tc

where ⇠ is the correlation length, r = |~r|, and c1 and c2 are constants. At
precisely the critical temperature T = Tc the correlation falls as a power i.e.
⇠ r�(1+⌘), signalling a critical behaviour. The constant ⌘ is an example of

7



2D	XY-model	

Figure 3: To the left a single vortex configuration, and to the right a vortex-
antivortex pair. The angle ✓ is shown as the direction of the arrows, and the cores
of the vortex and antivortex are shaded in red and blue respectively. Note how the
arrows rotate as you follow a contour around a vortex.

by the Hamiltonian,

HXY = �J
X

hiji

cos(✓i � ✓j) (3)

where hiji again denotes nearest neighbours and the angular variables, 0 
✓i < 2⇡ can denote either the direction of an XY-spin or the phase of a
superfluid. We shall discuss this model in some detail below.

Although the GL and BCS theories were very successful in describing many
aspects of superconductors, as were the theories developed by Lev Landau (No-
bel Prize 1962), Nikolay Bogoliubov, Richard Feynman and others for the Bose
superfluids, not everything fit neatly into the Landau paradigm of order param-
eters and spontaneous symmetry breaking. Problems occur in low-dimensional
systems, such as thin films or thin wires. Here, the thermal fluctuations be-
come much more important and often prevent ordering even at zero temper-
ature [39]. The exact result of interest here is due to Wegner, who showed
that there cannot be any spontaneous symmetry breaking in the XY-model at
finite temperature [53].

So far we have discussed phenomena that can be understood using classical
concepts, at least as long as one accepts that superfluids are characterised
by a complex phase. There are however important macroscopic phenomena
that cannot be explained without using quantum mechanics. To find the
ground state of a quantum many-body problem is usually very difficult, but
there are some important examples where solutions to simplified problems give
deep physical insights. Electromagnetic response in crystalline materials is an

6

0  ✓i < 2⇡

i)	Direc0on	of	an	XY-spin	

ii)	Phase	of	a	superfluid	  =
p
⇢se

i✓

Mermin-Wagner	theorem:	there	is	no	spontaneous	magne0za0on	at	T>0	

Numerical	works	showing	phase-transi0on	at	finite	T	



Theore0cal	considera0ons	

Con0nuum	limit:	

a critical exponent which is characteristic of a universality class, which can
encompass many different systems that all behave in a similar way close to the
phase transition.

To see what happens in two dimensions, we take the continuum limit of
the Hamiltonian Eq. (3), to get

HXY =
J

2

Z
d2r (~r✓(~r))2 . (4)

A simplification is to extend the range of the angular variable to �1 < ✓ < 1
to get a free field Hamiltonian and thus Gaussian fluctuations, and a direct
calculation using a short distance cutoff a gives

hei(✓(~r)�✓(~0))i ⇠
⇣a
r

⌘ k

B

T

2⇡J

. (5)

This is a power law even at high temperatures, where an exponential fall-off
would be expected. Kosterlitz and Thouless [35, 36] resolved the apparent
paradox by showing that there is indeed a finite temperature phase transition,
but of a new and unexpected nature where the vortex configurations play an
essential role.

The glitch in the argument leading to Eq. (5) is that the periodic, or U(1),
nature of ✓ cannot be ignored, since that amounts to neglecting vortex config-
urations. A vortex like the one in Fig. 3 is characterised by a non zero value
of the vorticity,

v =
1

2⇡

I

C

d~r · ~r✓(~r) (6)

where C is any curve enclosing the centre position of the vortex. The integral
measures the total rotation of the spin vector along the curve, so after dividing
with 2⇡, v is simply the number of full turns it makes when circling the vortex.
From this, we also understand that there can also be antivortices, where the
spin rotates in the opposite direction as seen in the right panel in Fig.3. For
a rotationally symmetrical vortex with v = ±1 it follows from Eq. (6) that
|~r✓(~r)| = 1/r, so the energy cost for a single vortex becomes,

Ev =
J

2

Z
d2r

✓
1

r

◆2

= J⇡ ln
L

a
(7)

where L is the size of the system, and a a short distance cutoff that can be
thought of as the size of the vortex core. So for a large system, the energy cost
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nature of ✓ cannot be ignored, since that amounts to neglecting vortex config-
urations. A vortex like the one in Fig. 3 is characterised by a non zero value
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where C is any curve enclosing the centre position of the vortex. The integral
measures the total rotation of the spin vector along the curve, so after dividing
with 2⇡, v is simply the number of full turns it makes when circling the vortex.
From this, we also understand that there can also be antivortices, where the
spin rotates in the opposite direction as seen in the right panel in Fig.3. For
a rotationally symmetrical vortex with v = ±1 it follows from Eq. (6) that
|~r✓(~r)| = 1/r, so the energy cost for a single vortex becomes,
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where L is the size of the system, and a a short distance cutoff that can be
thought of as the size of the vortex core. So for a large system, the energy cost
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Energy	of	a	single	vortex:	

Energy	of	a	vortex-an0vortex	pair:	 Eva = 2J⇡ ln(r/a)

Free	energy	for	a	single	vortex:	

for a single vortex is very large, and cannot be excited by thermal fluctuations.
This seems to imply that vortices can be neglected, but we shall see that this
is not the case.

One year before the work of Kosterlitz and Thouless, Vadim Berezinskii
(died in 1981) also recognized the importance of vortex excitations in the XY-
model [8, 9], but did not conclude that they could give rise to a phase transition
at finite temperature. Therefore, in the following we shall use “KT-transition”.

We can understand the essence of this new type of topological phase tran-
sition by a quite simple thermodynamic argument. Although the energy of a
single vortex diverges as lnL, this is not true for vortex-antivortex pairs since
they have zero total vorticity. The energy required to create such a pair is
J2⇡ ln r/a where r is the separation between the vortices. Such pairs can thus
be thermally excited, and the low temperature phase will host a gas of such
pairs. The insight by Kosterlitz and Thouless was that at a certain tempera-
ture TKT the pairs will break up into individual vortices. It is this vortex pair
unbinding transition that will take the system to a high temperature phase
with exponentially decaying correlations.

The vortices and anti-vortices act as if they were two point particles with
charges +1 and -1 interacting with a 1/r force. Since this corresponds to the
Coulomb interaction in two dimensions, the physics of the topological defects
is just like the physics of a two-dimensional neutral Coulomb gas. Thouless’
and Kosterlitz’s heuristic entropy-energy balance argument for the unbinding
transition is as follows: The free energy for a single vortex is

F = E � TS = J⇡ ln

✓
L

a

◆
� TkB ln

✓
L2

a2

◆
(8)

where kB is Boltzmann’s constant, and where the entropy is calculated assum-
ing that there are L2/a2 possible positions for a vortex with area a2. At the
critical temperature TKT = J⇡/2kB the energy exactly balances the entropy,
so we can expect the transition to a phase of free vortices.

In contrast to usual continuous phase transitions, the KT-transition does
not break any symmetry, something that was completely new and unexpected.
In their 1973 paper [36] Kosterlitz and Thouless both explained the physics
behind the transition and fully recognized its importance. The next impor-
tant contribution to the theory was Kosterlitz’ derivation of the Kosterlitz
renormalization group equations and his analysis of the associated flow [34].

The Kosterlitz-Thouless topological model of a phase transition in two di-
mensions has been used to explain experiments with many different types of
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Further	developments:	

Kosterlitz	RG	equa0ons:	

For low temperatures and small y (dropping the subscript for convenience),
the flow is towards the line of fixed points along y = 0, K�1  ⇡/2. This corre-
sponds to the insulating phase, with vortex/antivortex dipoles bound together
with some finite radius, hence the fugacity vanishes under renormalization as
we coarse-grain the system to larger length scales. The effective interaction is
then given by the point at which the flow terminates. Starting from higher
temperatures or values of y, however, leads to a flow towards even higher K�1

and y, where perturbation theory will break down and we expect free vortices
to dominate the physics. The critical point is thus at (t, y) = (0, 0) where
t ⌘ K�1 � ⇡/2, and the critical trajectory flows into this point. We then
reexpress the flow equations near the critical point as

dt

d`
= 4⇡3y2

dy

d`
= 4ty/⇡

which are manifestly nonlinear recursion relations. To help examine the critical
region one can check that the the quantity c ⌘ t2�⇡4y2 is conserved (dc/d` = 0),
hence the flows are characterized by different values of c, each of which is a
hyperbola with asymptotes y = ±t/⇡2, as is apparent from the figure (and the
asymptotes themselves correspond to c = 0, and are the critical trajectory). So
hyperbolae with c > 0 correspond to trajectories beneath the critical one, where
(starting from low temperature) the flow terminates at (t < 0, 0), or starting
at t > 0 the trajectories flow from y = 0 off to infinity. The high temperature
case corresponds to the vortex plasma phase since their fugacity is a relevant
operator. On the other hand, trajectories with c < 0 are above the critical one
and correspond to flows from large y at small temperatures, to smaller y as the
trajectories flow towards the critical point, but they cross t = 0 at y > 0 and
then head off to infinity. Since the critical trajectory in the low temperature
phase is t = �⇡2y, a nonzero fugacity y

0

thus reduces the critical temperature:
K�1

C

= ⇡/2� ⇡2y
0

.
Before concluding this section, let us return to the topic of order and symme-

try breaking in phase transitions. In the high temperature phase of the 2D XY
model, we see the expected disorder with exponentially decaying correlations.
However, we have seen that there is a phase transition not associated with any
symmetry breaking or ordering in the traditional sense: correlations in the low
temperature phase are stronger than in the disordered phase, but are still not
as strong as the correlations associated with long range order. In fact, it turns
out that the low temperature correlations decay with a power law (see Cardy,
Altland and Simons). This is known as quasi-long range order. Instead of sym-
metry being the important concept in understanding the degrees of freedom
(i.e. seeking an order parameter that quantifies the breaking of symmetry) we
are concerned with topological defects in our field configurations and the effects
their existence has on the theory. Since the discovery of the BTK transistion,
topological ideas have proliferated throughout condensed matter physics much
like the vortices in the plasma phase. Through the quantum Hall effect to the
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We see that in the regime where the integrand is finite for x ! 1, the per-
turbative correction is small, but that the perturbation theory clearly breaks
down for K < K

C

= 2/⇡, which is the same transition point we found using the
heuristic free energy argument above (i.e. where the free energy changed sign).
Hence we need to be slightly more careful about how we integrate for small K.

This can be done using the renormalization procedure of José et. al. 1977.
One integrates only up to a finite distance x = b, then re-absorbs this into K,
order by order in y2

0

. Hence one has

K�1

eff

=

˜K�1

+ 4⇡3y2
0

ˆ 1

b

dx x3�2⇡J

+O(y4
0

)

where we used K�1

eff

= K�1

(1 � K
´1
1

[· · · ])�1 ⇡ K�1

+

´1
1

[· · · ] and have
defined ˜K�1 ⌘ K�1

+ 4⇡3y2
0

´
b

1

dx x3�2⇡K

+ O(y4
0

). We then rescale x ! x/b

to obtain an equation identical to our previous one for K�1

eff

, but now in terms
of shifted and rescaled Kand y

0

:

K�1

eff

=

˜K�1

+ 4⇡3ỹ2
0

ˆ 1

1

dx x3�2⇡

˜

K

+O(y4
0

)

where ỹ
0

⌘ b2�⇡Ky
0

. We pick an infinitessimal renormalization b = e` ⇡ 1 + `
and hence write the differential RG flow equations

dK�1

d`
= 4⇡3y2

0

dy
0

d`
= (2� ⇡K)y

0

.

These show that K�1 is always increasing with `, while the sign of the derivative
of y

0

depends on the coupling K. In particular, we see that at high temperatures
(small K), y

0

increases upon renormalization and is therefore a relevant variable,
while at low temperatures it is irrelevant, and the transition occurs at K�1

C

=

⇡/2.
Let us look at the flow diagram (source: Altland and Simons; note x = t).
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t = x = T � Tc

y = y0e
�⇡J/kBT

Nelson	and	Kosterlitz:	“universal	jump”	of		
the	superfluid	density	at	the	KT-transi0on	

Figure 4: At the Kosterlitz-Thouless transition the superfluid density and critical
temperature are predicted to have a linear relation depending only on fundamental
constants ⇢(Tc) = Tc

2
⇡
m2k

B

~2 . (Figure from Ref. [10].)

Figure 5: Solid lines: The measured real and imaginary parts of the linear response
an AC circuit containing a two-dimensional wire network of superconductors as it is
cooled through the Kosterlitz-Thouless transition (data from [28]. Dashed lines: The
theory of Minnhagen [40] is fit to the data. A narrow temperature range reveals a
drop in the superfluid density ⇠ Re(✏(!)) and a peak in the disssipation ⇠ Im(✏(!))
caused by vortex-unbinding around the transition temperature. (Figure from Ref.
[52].)
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Figure 6: The blue curve shows the Hall resistance ⇢yx as a function of the gate
voltage at zero magnetic field. Note the plateau at Vg = 0, which is the point corre-
sponding to a filled band. (Figure from Ref. [15].)

which does not have to be a Landau level, with a non-zero Chern number.
He considered a tight-binding model of fermions on a hexagonal lattice and
introduced hopping between both nearest and next-nearest neighbours.

In a lattice model, magnetic flux is incorporated by making the hopping
matrix elements complex, and Haldane picked the phases to give fluxes with
alternating signs giving zero flux in each unit cell. This configuration still
breaks the invariance under time reversal, which is necessary to have a Hall
effect. This phase of matter described by Haldane is now called a Chern insu-
lator, and twentyfive years later, in 2013, a quantized Hall effect was observed
in thin films of Cr-doped (Bi,Sb)2Te3 at zero magnetic field, thus providing
the first experimental detection of this phase of matter [15]. In Fig. 6 we see
a clear plateau in the Hall resistance ⇢yx at a density (regulated by the gate
voltage) corresponding to a filled band. The later development of topological
band theory will be discussed in the concluding section.

5 Quantum spin chains and symmetry-protected
topological phases of matter

One dimensional systems, such as spin chains, or electrons moving in thin
wires, are radically different from their relatives in higher dimensions. The
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An action-angle representation of spin variables is used to relate the large-S Heisenberg antiferromagnet to the 0(3) 
nonlinear sigma model quantum field theory, with precise equivalence for integral S. A variant theory is found for hag-inte- 
gral S. Dynamic mass generation by the N6el magnon is predicted. 

In this note,  I derive the continuum-limit dynamics 
of  the one-dimensional Heisenberg antiferromagnetic 
spin chain in the semiclassical limit o f  large-but-finite 
S. In this limit, the model is found to be related to the 
0(3)  nonlinear sigma model  quantum field theory, 
with coupling g = 2/[S(S + 1)] 1/2. This Lorentz-invar- 
iant field theory is perhaps more familiar in its 
euclidean form, which describes the statistical mechan- 
ics of  the classical 2.D Heisenberg model at low tem- 
peratures; its spin field describes the N6el order-param- 
eter field of  the quantum spin chain. Two variants o f  
the model (S integral or half-integral) are distinguished. 

I will consider the spin-S quantum antiferromagnet, 
in units with ~/-- 1: 

n AF = IJI ~ an'an+ 1 • (1) 
n 

It will also be useful to discuss the effect of  uniaxial 
anisotropy terms of  both on-site and exchange types: 

n ' =  IJI ~ ~SzSZ+l +/-t(SZ) 2. (2) 
n 

The central feature of  the treatment will be the use of  
quantum act ion-angle  variables S z , ¢n, where [S z , 
exp(i~bn,)] = 8nn, exp(iCn) , for the description of  spin 
variables: 

S + = (S + SZ) 1/2 exp(iCn)(S - SZ) 1/2. (3) 

This representation is exact [and similar in spirit to the 

Hols te in-Pr imakoff  boson representation: the pre- 
and post-factors decouple the physical sector of  the 
enlarged Hilbert space (I SZl ~< S) from the unphysical 
sector (ISZl > S)] ;it  is s~nilar to the representation 
used by Villain [1 ] to study the planar ( X Y )  spin 
chain. Depending on whether S is integral or half-inte- 
gral, the wavefunction has the local rotational symme- 
try xI,(~b n + 21r) = +qg(~bn) , which gives rise to quantisa- 
tion o f S  z in integer steps. S z and ~n are thus con- 
strained periodic act ion-angle rather than canonical 
coord ina te -momentum variables. It may be seen that 
while (3) depends on S in only a quantitative fashion, 
there is a qualitative distinction between integral and 
hail-integral S which controls the character (integer or 
half-integer) of  the discrete spectrum o f S  z.  

In terms of  these variables, (1) is given by 

n AF - I J I  ~ - ~  (en,n+l  exp [i(~n -~bn+l)] Pn+l,n 
n 

Z Z + h.c.) + SnS n + 1, (4) 

Pn n '= ~ [S 1 z _ 1 z SZ,)2~.1/2 - ~ ( s  n s ~ , ) ]  2 + . , - - ~ ( S n  ( 5 )  

In the classical ground state of  (1), antiferromagnetic 
long-range order (Ndel order) is present: 1 + cos(~ n 
- ~n+l)  = Sn z + SnZ+l = O. This suggests an expansion 
in powers of  these quantities to derive an effective 
hamiltonian valid in the limit of  large S and low tem- 
perature when short-range order is present. To proceed, 
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with coupling g = 2/[S(S + 1)] 1/2. This Lorentz-invar- 
iant field theory is perhaps more familiar in its 
euclidean form, which describes the statistical mechan- 
ics of  the classical 2.D Heisenberg model at low tem- 
peratures; its spin field describes the N6el order-param- 
eter field of  the quantum spin chain. Two variants o f  
the model (S integral or half-integral) are distinguished. 

I will consider the spin-S quantum antiferromagnet, 
in units with ~/-- 1: 

n AF = IJI ~ an'an+ 1 • (1) 
n 

It will also be useful to discuss the effect of  uniaxial 
anisotropy terms of  both on-site and exchange types: 

n ' =  IJI ~ ~SzSZ+l +/-t(SZ) 2. (2) 
n 

The central feature of  the treatment will be the use of  
quantum act ion-angle  variables S z , ¢n, where [S z , 
exp(i~bn,)] = 8nn, exp(iCn) , for the description of  spin 
variables: 

S + = (S + SZ) 1/2 exp(iCn)(S - SZ) 1/2. (3) 

This representation is exact [and similar in spirit to the 

Hols te in-Pr imakoff  boson representation: the pre- 
and post-factors decouple the physical sector of  the 
enlarged Hilbert space (I SZl ~< S) from the unphysical 
sector (ISZl > S)] ;it  is s~nilar to the representation 
used by Villain [1 ] to study the planar ( X Y )  spin 
chain. Depending on whether S is integral or half-inte- 
gral, the wavefunction has the local rotational symme- 
try xI,(~b n + 21r) = +qg(~bn) , which gives rise to quantisa- 
tion o f S  z in integer steps. S z and ~n are thus con- 
strained periodic act ion-angle rather than canonical 
coord ina te -momentum variables. It may be seen that 
while (3) depends on S in only a quantitative fashion, 
there is a qualitative distinction between integral and 
hail-integral S which controls the character (integer or 
half-integer) of  the discrete spectrum o f S  z.  

In terms of  these variables, (1) is given by 

n AF - I J I  ~ - ~  (en,n+l  exp [i(~n -~bn+l)] Pn+l,n 
n 

Z Z + h.c.) + SnS n + 1, (4) 

Pn n '= ~ [S 1 z _ 1 z SZ,)2~.1/2 - ~ ( s  n s ~ , ) ]  2 + . , - - ~ ( S n  ( 5 )  

In the classical ground state of  (1), antiferromagnetic 
long-range order (Ndel order) is present: 1 + cos(~ n 
- ~n+l)  = Sn z + SnZ+l = O. This suggests an expansion 
in powers of  these quantities to derive an effective 
hamiltonian valid in the limit of  large S and low tem- 
perature when short-range order is present. To proceed, 
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Quantized Solitons of the One-Dimensional Easy-Axis Neel State
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The continuum field theory describing the low-energy dynamics of the large-spin one-
dimensional Heisenberg Bntiferromagnet is found to be the O(3) nonlinear sigma model.
When weak easy-axis anisotropy is present, soliton solutions of the equations of motion
are obtained and semiclassically quantized. Integer and half-integer spin systems are
distinguished.
PACS numbers: 75.40.Fa, 03.65.Sq

Nonlinear excitations in one-dimensional mag-
netic systems have received much theoretical at-
tention in recent years, primarily ferromagnetic,
easy-plane, or S =~ systems. ' In this Letter, I
describe a nonlinear field-theory approach to
weakly uniaxially anisotropic easy axis a-ntiferro-
magnets with large spin. Classically, these have
a doubly degenerate ground state with axially
aligned Neel order; topological soliton excita-
tions corresponding to movable domain walls
separating the two possible ground-state configu-
rations are described, and semiclassically quan-
tized. The methods used also reveal the field
theory describing the semiclassical isotropic
Heisenberg antiferromagnet, providing an alter-
native derivation of the recent identification'
(based on a quantum action-angle representation
of spins) of this model with the O(3) nonlinear
sigma model with coupling g =2/hS as S- ~. The
quantization of magnetization carried by the easy-
axis-model solitions also shows up an intrinsic
difference between integer-spin and half-integer-
spin systems, leading to quite different instabili-
ties of the ordered ground state as the anisotropy
vanishes, consistent with the predictions' of quite
different low-energy physics of the isotropic
ground state in the two cases.
I will consider the easy-axis model

H =
I Jl +„1„.5„„+XS„'S„„'+lj, (S „')'],

with S„'=@'S(S+1), and & ~ p so that the classi-
cal ground state is given by S„=~S(-1)"tt, u =+ a.
In the classical limit, the equations of motion
have small-amplitude spin-wave solutions with
the frequency-wave- number relation

(u'(q) =(o,'+ [(u, sin(qa)]', ( q~ & ~~/a, (2)

where a is the lattice spacing, (d, =W~S, and ~,
=&,(& —tt)"'(2 +&—tt)"'. 1 will specialize to the
case of toeak anisotropy cu,/~, «1, when long-
wavelength properties may be studied in the con-
tinuum limit a-0, &,—~, , a =c; the dispersion
relation (2) then develops Lorentz invariance
with limiting velocity &. The elementary collec-
tive excitations (magnons carrying S'=+& ) are ob-
tained by a semiclassical quantization of the
spin waves (e.g. , by a linearized Holstein-Prima-
koff approach); for (crystal) momentum ~ P~
«&~5 /a, the magnon dispersion is

~(P) =[(he )2+ c'P']' ' 0& (x —p)"'«1 (3)

To study the soliton excitations, a fully nonline-
ar treatment of (1) is needed. Following Mikes-
ka, ' I use the classical angle-variable represen-
tation

S„=(- 1)"kS(sin&„cosp„, sin&„sin@„,ense„).
The classical equations of motion are easily ob-
tained from (1) in terms of these variables by us-
ing the Poisson-bracket algebra (@„,S„'j=5„„,
q'„=fq'„,H], etc. :

&„=—~~,(- 1)"g, [sine„+, sin(p„„- p„)],
0, =—p~&(- 1)"2 [(1+~)cos0„„-g cos&„—cot&„sin&„„cos(g„„—p„)].

(4a)

(4b)

To make progress with these equations, I assume as in Ref. 3 that ~„and p„vary slowly with n, with a
small superimposed staggered-fluctuation component; this should be valid at low energies and weak
anisotropy ~,«/ac:

9„=6(x)+a(- 1)"a(x), y„=y(x) + a(- 1)"P(x), x =na.
8(x) and p(x) are slowly varying angle fields, while n(x) and P(x) are small staggered-fluctuation fields,
chosen to have dimensions of density. The variables on neighboring sites can be expressed through a
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An0ferromagne0c	Heisenberg	chain	

H = J
X

hiji

SiSj

For	S=1/2	Bethe	Ansatz-solu0on:	it	is	gapless	

For	S>1/2	it	was	a	general	believe,	that	the	spectrum	is	gapless	

Haldane:	for	large-S	derived	an	effec0ve	Hamiltonian:	

reason for this is that both thermal and quantum fluctuations are much more
important and prevent most of the symmetry-breaking patterns that charac-
terise phases in higher dimension. A lot of important work in the 1960s and
1970s had established quite a complete and coherent picture of both quantum
and classical one-dimensional systems. In the quantum case there are various
transformations, both in the continuum and on the lattice, that map fermionic
systems to bosonic ones, such as the Jordan–Wigner transformation that maps
the Heisenberg chain of spin 1/2’s to (spin less) lattice fermions, with nearest
neighbour interactions. Since the spin chain can be solved exactly using the
Bethe ansatz techniques, this also provides a solution for the fermion model,
which is but an example of the many cross-connections between different one-
dimensional models.

The antiferromagnetic Heisenberg chain, illustrated in Fig. 2, is for spin
1/2 described by Eq. (1) with ~Si = ~

2~�i (with ~� the Pauli matrices), and
the Bethe ansatz solution shows that it is gapless. Although there were no
proofs, it was commonly believed that the same would be true for Heisenberg
chains of higher spins. In two papers from 1983 [21, 23], Haldane applied new
mathematical techniques to the problem, revealing a fundamental difference
between chains with integer and half integer spins, leading him to the famous
“Haldane conjecture” that half-integer chains are gapless while the integer ones
are gapped.

The key idea was to derive an effective model that describes the low mo-
mentum excitations.3 Assuming the spins to be large, Haldane derived the
following action integral for the continuum limit of the antiferromagnetic spin
chain,

SNLS =
1

2g

Z
dtdx

✓
1

v
(@t~n)

2 � v(@x~n)
2

◆
(14)

where ~n is a unit vector describing the slowly varying part of the staggered spin
field, v is the spin wave velocity and g = 2/S the coupling constant. This is the
O(3) non-linear sigma model, which at the time was already well understood.
Although naively the theory has no mass, it was known that because of strong
quantum fluctuations a mass scale is dynamically generated4 [46] so, according
to this line of argument, all spin chains should be gapped. This is in apparent

3How this is done in detail is well explained in the textbooks Ref. [4, 19].
4Note that large S corresponds to a small coupling g, which effectively suppresses the

contributions to the path integral from configurations with large fluctuations. A renor-
malization group analysis shows that the theory is asymptotically free, meaning that the
coupling constant grows at small momenta, very similar to QCD. It is these strong quantum
fluctuations that drive the mass generation.
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This	is	the	O(3)	non-linear	sigma	model	

It	is	gapped,	which	should	hold	for	the	AF	Heisenberg	chain	
for	any	value	of	the	spin	



It	is	in	contradic0on	with	the	exact	result	for	S=1/2	

Haldane	solu0on:	there	are	large	fluctua0ons,	which	depend	on	the	value	of	S	

Addi0onal	topological		✓-term	

Figure 7: A field configuration with winding number Q = 1. Notice that no con-
tinuous change in the spin directions can transform this to a configuration where all
spins point upwards. (Figure by Karin Everschor-Sitte and Matthias Sitte).

contradiction to the spin 1/2 chain being gapless. Haldane pointed out that
there are large fluctuations that contribute very differently depending on the
value of the spin.

One way to understand this difference is to notice that a direct derivation
of the action integral will, in addition to Eq. (14), also give a topological ✓-term

Stop = i
✓

4⇡

Z
d2x ~n · (@1~n⇥ @2~n) , (15)

where ✓ = 2⇡S, and where we use the Euclidean space coordinates (x1, x2) =
(it, x) appropriate for a path integral treatment.5 Although this term does not
contribute to the equations of motion, it is nevertheless important. To see this
we first notice that, for any smooth field configuration, the winding number

Q =
1

4⇡

Z
d2x~n · (@1~n⇥ @2~n) , (16)

is an integer. The geometric significance of this winding number is explained
in Fig. 7.

In a path integral where one sums over all possible spin configurations to
calculate various quantities, such as the partition function,

Z(g) =

Z
D[~n(~x)]e�(S

NLS

+S
top

) (17)

5In the original work [23] another line of reasoning, also employing topological concepts,
was used to reach the same conclusion. For the derivation of the ✓-term and references to
the original papers, see [19].
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Q=1	

There	are	phase	factors:		ei2⇡SQ

These	are	irrelevant	for	S=integer,	but	will	cause	a	vanishing	gap	for	S=half	integer	



AKLT	 (Affleck,	Kennedy,	Lieb,	Tasaki)	model	

HAKLT =
X

hiji

SiSj +
1

3
(SiSj)

2

Valence	bond	solid	representa0on	in	terms	of	S=1/2	spins:	

It	has	a	Haldane-gap	
For	free	chains	spin-1/2	degrees	of	freedom	at	the	boundary	



Experimental		verifica0on	of	the	Haldane-gap	in	CsNiCl3	

Figure 9: The graph in the middle shows the energy of a spin excitation in a spin 1
chain as a function of momenta close to the Néel point Qc = 1, which corresponds
to a ⇡ phase difference between the Ni spins along the chains; the Haldane gap is
clearly visible. (Figure from Ref. [31].)

singlet at each link in the chain gives an eigenstate of the Hamiltonian with zero
energy. Since the Hamiltonian is a sum of projectors, the ground state energy
has to be non-negative and we conclude that we have constructed a ground
state of the full interacting model. From the figure we also see that there are
two “unpaired” spin 1/2 degrees of freedom at the two ends of the chain, which
is an example of quantum number fractionalization, since the original degrees
of freedom were spin 1! One can show that the unpaired spins give rise to a
double degeneracy of the ground state, but the most striking property of the
AKLT chain is that it has a Haldane gap, as was shown analytically in a later
article by the same authors [2].

The existence of the Haldane phase has been confirmed both by experi-
ments and by numerical simulations. The first experiment on CsNiCl3 was
done by Buyers et al. [13], and in Fig. 9 we show results from a more recent
experiment [31].

Later work has greatly deepened our understanding of the Haldane phase
of the Heisenberg antiferromagnetic chain. Although there is no local order
parameter, it is sometimes possible to characterise it by a non-local string order
parameter [30] introduced earlier in the context of statistical mechanics [16].
To define a distinct phase of matter, it is important that the characteristic
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Kenzelmann	et	al,	Phys.	Rev.	B66,	024407	(2002)	



The	Haldane-phase	is	the	prototype	of	

Symmetry	protected	topological	states	

obtain convincing evidence of its existence. !ii" We calculate
a different physical quantity, the end-to-end correlation func-
tion, which carries important information about the phases of
the system. The average end-to-end correlation function has
a finite limiting value in the GH phase and vanishes in the
RS phase. Furthermore, in the GH phase from the low-value
tail of its distribution, independent estimates about the dy-
namical exponent are obtained. !iii" We try to perform a
comparative analysis between the properties of the system at
the critical point and in the RS phase and to check the avail-
able RG predictions.

The structure of our paper is the following. The model,
the basic ingredients of the strong disorder RG methods, and
the conjectured phases are given in Sec. II. Results of our
DMRG studies are presented in Sec. III and discussed in Sec.
IV.

II. THE MODEL AND THE STRONG DISORDER RG
RESULTS

A. Model

We consider the spin S=1 random antiferromagnetic
Heisenberg chain with the Hamiltonian

H = #
i

JiS! i · S! i+1, !1"

where the Ji!0 are independent and identically distributed
random variables. Here, we use the following power-law dis-
tribution

p"!J" = "−1J−1+1/" for 0 # J # 1, !2"

where "2=var$ln J% measures the strength of disorder. In pre-
vious numerical work, a boxlike distribution was used,

PW!J" = &1/W for 1 − W/2 $ J $ 1 + W/2

0 otherwise,
' !3"

in which the strength of disorder grows with W. Note that the
possible maximal value, W=2, corresponds to the uniform
distribution, which can be obtained from Eq. !2" with "=1
and having a prefactor, 1 /2, and a range 0#J#2. Conse-
quently, the power-law distribution for "!1 represents a dis-
order, which is stronger than any boxlike disorder.

The low-energy behavior of the system of size, L, is en-
coded in the distribution of the lowest gap, %, denoted by
PL!%". We note that for an open chain the first gap corre-
sponds to the localized edge states; therefore, one should
study the second !not localized" gap. The average spin-spin
correlation function is denoted by

C!i, j" = $(Si
zSj

z)%av, !4"

where $¯%av stands for averaging over quenched disorder.
For bulk correlations with *j− i*& i , j=O!L", we have
C!i , j"=Cb!*j− i*", whereas for end-to-end correlations,
C!1,L"+C1!L". The string correlation function of the model
is defined by2

Oz!r" = − (Sl
z exp$i'!Sl+1

z + Sl+2
z + ¯ + Sl+r−1

z "%Sl+r
z ) , !5"

and its large r limiting value is the string order parameter.
For several quantities it turned out useful to consider the
average of its inverse. More precisely, for a physical observ-
able, f , we denote by f iv the following quantity:

f iv =
1

$f−1%av
, !6"

what we shall call as inverse average.

B. Weak disorder limit—Haldane phase

In absence of randomness !Ji=J" the spectrum is gapped,1

and bulk spin-spin correlations are short ranged, Cb!r"
,exp!−r /(" with (=6.033. On the contrary, end-to-end spin-
spin correlations and the string correlation function have a
finite limiting value. For weak disorder, when the distribu-
tion of J is sufficiently narrow, the Haldane gap is robust and
the system stays in the Haldane phase.5 The border of the
Haldane phase can be estimated by noting that the Haldane
gap is robust against enforced dimerization,23 when even and
odd couplings are different, so that

Ji = J!1 + D!− 1"i"exp!")i" , !7"

where )i are random numbers of mean zero and variance
unity. The pure system !"=0" for D$0.25 stays in the
Haldane phase24 and at the phase transition point the cou-
pling at an odd bond, Jo, and that at an even bond, Je, are
related as Jo=0.6Je. We expect that in the presence of disor-
der the Haldane gap stays finite, if the maximum !Jmax" and
the minimum !Jmin" values of the couplings satisfy
Jmin/Jmax!0.6. From this argument we obtain for the border
of the Haldane phase for the box distribution WG-0.5. On
the other hand, for the power-law distribution in Eq. !2"
Jmin=0; therefore, for any "!0 the Haldane phase is ex-
pected to be destroyed.

C. Strong disorder limit—RG approach

For strong disorder the low-energy properties of the sys-
tem are explored by variants of the strong disorder RG ap-
proach. In the standard Ma-Dasgupta–type RG approach, the
couplings of the random antiferromagnetic Heisenberg chain
are put in descending order and the largest coupling defines
the energy scale, *, in the system. During renormalization
the pair of spins with the largest coupling, say Ji=*, are
replaced by a singlet and decimated out. At the same time a
new coupling is generated between the spins at the two sides
of the singlet, which is given in a perturbation calculation as

J̃ =
4
3

Ji−1Ji+1

Ji
. !8"

As noticed by Boechat, Saguia, and Continentino25 for weak
disorder some of the generated new couplings can be larger
than the energy scale, *. Therefore, the standard strong dis-
order RG approach works only for strong enough disorder
and describes only the RS phase of the system.
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String	order	parameter	

Remains	intact	in	the	presence	of	small	perturba0ons	

generally connected to the nearest-neighbor spins, denoted
by 1 and 4. After decimating out the singlet pair the new,
effective coupling between 1 and 4 is of the form

J̃14
eff!!

"J12"J13#"J43"J42#
$

, !"S!1/2#!1/2, "4.1#

which should replace Eq. "3.1# obtained in the chain topol-
ogy, i.e., with J13!J42!0. With the rule in Eq. "4.1# FM
couplings are also generated. As a consequence, the renor-
malized Hamiltonian contains both AF and FM bonds. When
at some step of the renormalization an FM bond becomes the
strongest one, it will lead to the formation of an effective
spin-1 cluster. In further RG steps the system renormalizes
into a set of effective spin clusters having different moments
and connected by both AF and FM bonds. The detailed
renormalization rules have already been given in Ref. 21.
Due to the ladder topology and the complicated renormal-

ization rules the RG equations cannot be treated analytically
and one resorts to numerical implementations of the renor-
malization procedure. We note that a variant of the MDH
renormalization has been successfully applied numerically
for the two-dimensional "2D# random transverse-field Ising
model41,42 "RTIM# %also for double chains of the RTIM "Ref.
42#&. An IRFP has been obtained both for the 2D RTIM
"Refs. 41 and 42# and the double chain RTIM.42

In practice we use a finite-size version of the MDH renor-
malization, as for the RTIM in Ref. 42. In this method we
start with a finite ladder of L sites with periodic boundary
conditions and perform the decimation procedure until one
spin pair with a first gap ' remains in the system. Since '
plays the role of the energy scale at length scale L, ' and L
should be related by the relation "3.3# involving the dynami-
cal exponent z. Performing the above decimation for differ-
ent samples the probability distribution of ' in the small '
limit is described by the form in Eq. "3.2#, where the energy
scale $ is replaced by L"z.
The IRFP is signaled by a diverging z, or more precisely

the PL(')d' distributions have strong L dependence, so that
the appropriate scaling combination is

ln"L(PL"'##! f "L"( ln'#, "4.2#

which can be obtained from Eq. "3.2# by formally setting z
!"ln')L(.
In the actual calculations we have considered several hun-

dred thousand realizations of random ladders with lengths up
to L!512. Then, from the distribution of the gap at the last
step of the RG iteration we have calculated the dynamical
exponent, z. The random couplings were taken from the
power-law distribution in Eq. "1.2#, where the strength of
disorder is measured by the parameter D. In the following we
present our results for the specific ladder models discussed in
Sec. II.

A. Random conventional ladders

We start with the conventional ladders in Fig. 1"a# where
the couplings along the chains "Jl

* , *!1, 2# and the cou-
plings along the rungs (Jl

R) are taken from the same random
distributions. In Fig. 7 we show the probability distribution
of the gaps at the last step of the RG iteration calculated with
the disorder parameter D!1 %see Eq. "1.2#&. As seen in the

FIG. 5. Schematic RG phase diagram of the random AF spin-1
chain, as a function of the disorder strength D and the energy scale
$. For weak disorder, D#D0 , there is a Haldane "‘‘H’’# gap in the
spectrum. For intermediated disorder, D0#D#D1 , the system is in
the gapless Haldane "‘‘GH’’# phase with a varying dynamical expo-
nent z(D). For strong enough disorder, D$D1 , the system is in the
random singlet "‘‘RS’’# phase and scales into the IRFP.

FIG. 6. Singlet formation and decimation in the ladder
geometry.

FIG. 7. Probability distribution of the first gaps for the conven-
tional random ladder with a disorder D!1 %see Eq. "1.2#& and sys-
tem sizes L!32, L!64, and L!256. For clarity, we have not
shown the data corresponding to L!128. The solid lines represent
the best fit to the form log10%P("log10 ')&!AL"1/zL log10 ' ,
with A32!3.18, A64!2.30, A128!1.92, A256!2.14, z32!0.65, z64
!0.90, z128!1.06, and z256!1.07. We deduce that the asymptotic
value of the dynamical exponent is z+!1.07.
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Example:	bond	disorder	of	strength	D	



  

Quantum Hall E�ect (1980): resistance 
measurements on a 2-dimensional electron gas

Source:  Laboratoire national de metrologie et d'essais, French Government
    

1980, von Klitzing (1985)



  

Quantum Hall E�ect (1980): 
Thermodynamic phase without order parameter

Source:  Laboratoire national de metrologie et d'essais, French Government
    Katrin Buth, Universitaet Hamburg

1980, von Klitzing (1985)



  

Laughlin explained Quantum Hall E�ect using 
edge states (1981)

1981, Laughlin 
 (1998: 
            – for theory  of fractional 
                Quantum Hall)

1988, Büttiker:
 (Landauer picture of 
conductance) 



  

Thouless explained Quantum Hall E�ect using 

topology (Chern number)

Thouless, Kohmoto, Nightingale, den Nijs (PRL, 1982) – TKNN

Calculation from Kubo formula gives for Hall conductance:

Counting skyrmions in Brillouin Zone



  

Thouless predicted Quantized Adiabatic Charge 
Pump in 1-dimensional quantum systems

Thouless, PRL 1983
Realized on Ultracold atoms in optical lattice, 
  Bloch group,         85Rb (boson), MPQ Garching , 2015
  Nakajima group, 171Yb (fermion), Kyoto, 2015



  

Haldane, 1988: not magnetic Geld, but band 
topology is needed for Quantum Hall e�ect

Haldane (PRL, “Quantum Hall e�ect without Landau levels”, 1988)

With staggered magnetic Geld



  

Kane & Mele, 2005: 

Graphene is 2 copies of Haldane model 

 wrong, but opens Topological Insulators→

Kane & Mele (PRL, “Quantum spin Hall e�ect in Graphene”, 2005)

Predict nontrivial 

  topology

Identify bulk   

  topological invariant

BUT: spin-orbit coupling

 too weak in reality

2006, Bernevig, Hughes, 

Zhang: HgTe

2007, Molenkamp:

 HgTe edge states  

    measured 



  

Haldane model realized in cold atomic gases in 
optical lattices

Esslinger group, Zurich, 
ultracold fermionic 40K atoms
in “shaken” optical lattice



  

Topological Insulators: 
Universal, low-energy physics at the edge

quantiGed by integers

E

Insulating bulk

Number of perfectly  

transmitting channels

Insulating bulk

Number of �xed-energy 

eigenstates



  

Integers quantify high-energy topology of bulk

Berry connection of nth band

Chern number of nth band

Winding number of nth band



  

Universality classes of noninteracting 
topological insulators – “periodic table”

Kitaev (2009)

Schnyder et al, NJP (2010)
Teo & Kane, PRB (2010)
Fulga et al, PRB (2012)



  

Fruits of Haldane's work: 
Quantum Computing using topological states in 

2-dimensional qubit arrays

“Surface Code”
Fowler et al, PRA (2012)

Kitaev: “Toric Code”, Ann Phys 2006

ScientiGc American, 2006



  

Surface Code on superconducting integrated 
circuits best route to Quantum Computation

Martinis Group, UCSB + Google (March 2015): 9x1 qubits

Gambetta group, IBM (2015): 2x2 qubits

Europe: behind, but maybe with 
   €1bn Quantum Technologies Flagship...

Alternatives, e.g., surface code on 
 “Kane quantum computer”, 
   Univ. Melbourne + Univ. Sidney

Allowed error rate 1%



  

Topology in Solid State Physics

● Phases, phase transitions beyond Landau paradigm

● Robust bound states protected by nonlocality

● Promising way for quantum computing


